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**Abstract:** Cultural soft power (SP) represents a critical aspect of a nation’s overall strength, complementing hard power to collectively shape a country’s comprehensive capabilities. To enhance their cultural SP and gain a competitive edge internationally, researchers and academics worldwide have devoted significant effort to studying this concept. They have also developed various systems for evaluating cultural SP. After years of refinement, these systems have become increasingly robust and now play a pivotal role in assessing the development of cultural SP holistically. In the big data era, feature selection is a key step in data preprocessing. As a technique for dimensionality reduction, its primary goal is to identify the most relevant features from the original dataset. This helps reduce data dimensions, simplify learning tasks, and enhance model efficiency. While research on feature selection algorithms has made notable progress, substantial challenges persist, with the "curse of dimensionality" being a significant obstacle in feature selection and classification tasks. This paper first outlines the fundamental structure of feature selection algorithms, detailing four key processes: subset generation, subset evaluation, termination criteria, and result validation. It then reviews the methodologies and advancements in feature selection, categorizing and analyzing them based on evaluation strategies, search strategies, and supervisory information. Traditional approaches are compared, with their respective strengths and limitations highlighted. Lastly, the paper provides an overview of feature selection research and explores potential directions for future studies.
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## 1 Introduction

Although countries like Japan, South Korea, and Thailand do not possess the same level of comprehensive national strength as the United States or many European nations, they have garnered significant international attention in recent years. This has been achieved through cultural elements such as film and television, cuisine, animation, sports, and beauty trends, which have greatly enhanced their global image. In today’s era of increasing globalization, strengthening cultural soft power (SP) is a crucial strategy for China to secure a leading role within the international relations framework[1-4]. Across various societal sectors, there is broad support for advancing China's cultural influence and bolstering its ST. This collective enthusiasm has sparked active academic inquiry and discussion regarding cultural ST, its development, and related strategies. These studies aim to deepen understanding and offer insights into building a stronger cultural presence on the global stage.

ST in the cultural realm refers to the appeal, cohesion, absorption, innovation, and dissemination based on the culture in a country or region, as well as the resulting competitiveness and influence. In today's white-hot world of international competition, ST in the cultural realm will become a significant part of a country's ST. It has increasingly become an inexhaustible driving force and important source of a country's stability, prosperity, and sustainable development, and an important scale and backbone factor in measuring a country's comprehensive national strength and international competitiveness[5]. If any country wants to win the lasting initiative and obtain the preemptive advantage in the fierce international competition, it must vigorously improve its ST, especially its ST in the cultural realm, while continuously improving its development level of the economy, and science, technology, and military.

Compared with the economy, ST in the cultural realm can not be seen directly and is also an intangible "soft" power. In order to better promote the steady, rapid improvement and sustainable development of ST in the cultural realm, it is necessary to quantitatively evaluate the ST in the cultural realm of a country or region to provide an accurate basis for decision-making or provide "hard knowledge" for "ST." However, at present, a large number of studies on China's ST in the cultural realm are general theoretical analyses or logical deduction or just stay in the "soft" research. Therefore, it is particularly necessary to construct scientific evaluation indicators and conduct empirical research. At present, a few scholars have begun to carry out research work in this regard. For example, Yang Xinhong[6] believes that the ST in the cultural realm index system should be composed of value indicators, physical indicators, and relative indicators on the basis of relevant subject concepts and principles: Sun Liang focuses on the vision of nationality from the perspective of development level about the country and we can evaluate the ST in the cultural realm from six aspects: soft diplomatic power and soft communication power: Chen Yiyuan [7] proposed five principles for designing the ST in the cultural realm index system, made ten secondary indicators and twenty-four tertiary indicators to measure the ST in the cultural realm and launched the Ningbo ST in the cultural realm evaluation model. It should be said that these exploratory studies are valuable. However, these studies need to be further improved. Some index systems and models are too complicated, and the level system is not clear: some index systems are incomplete and fail to comprehensively and systematically reflect the situation of ST in the cultural realm. Based on the previous research, according to the scientific principles and methods, and based on the in-depth study of ST in the cultural realm, this paper will design the index system of ST in the cultural realm and construct the evaluation model so as to provide an empirical research basis for measuring the national ST in the cultural realm.

## 2 Related Works

### 2.1 The ST of the country

Since the 20th century, the movement of social indicators has sprung up, and the ideological trend of new public management has affected the process of government reform. As a tool to measure effectiveness, indicators are more and more widely used in statistics and have become a means of assessing performance[8]. With the government's soft economic indicators and cultural indicators of the development of cultural works, such as the government's soft economic indicators and cultural indicators of cultural services have become more and more important.

At present, China is on the journey of building a socialist cultural power. Improving ST in the cultural realm is undoubtedly an important component of governing the country. Therefore, it is necessary to design a set of special performance evaluation index systems. At present, compared with developed countries, the research on cultural indicators in China lags behind and is still in its infancy. China needs to speed up the progress and design a set of systematic indicator systems with strong references and good implementation, which is mainly used to evaluate and assess the main work links and work performance of relevant departments of cultural construction in China, monitor and manage in an all-round way, and provide a statistical basis for measuring the level of ST in the cultural realm in China[9], help speed up the development speed of building a socialist cultural power. Although there is still a lack of mature theory on the construction of an index system in the field of culture in China, with the introduction of a large number of cultural policies in recent years, many policy documents have special requirements for cultural development, which provides a corresponding basis for the design of this index system. This design primarily draws upon the policy document that establishes a comprehensive set of cultural reform and development benchmarks. These indicators hold authoritative significance and provide essential guidance for constructing the proposed indicator system.

Comprehensive National Power. Ashley Tellisetal[10] defines Comprehensive National Power as the ability of a state to acquire resources over a period of time and over a geographical area and to achieve the intended purpose of its conduct. If this capability is used effectively by a country, it will contribute to the development of military capabilities, the creation of a political environment, and the cultivation of economic advantages, and then can make the country in the current and even in the future the international system to obtain a dominant position in the strategic conditions[11]. International Relations Kenneth's study of the Comprehensive National Power is done in a long-term, systematic way. In its research, it describes Comprehensive National Power as a combination of capacities: capacities to access and use strategic resources oriented toward national strategic objectives. He argues that what we mean by Comprehensive National Power is the same as a country's strategic resources and that this can be used interchangeably. As the most important measure of a country's resources and energy, the Comprehensive National Power should not include only some aspects of a country, especially military and economic aspects[12-14]. The scholar said it needs to include seemingly intangible factors such as science and technology, culture, art, and thought. Michelle Baud, an American scholar, put forward the Comprehensive National Power Resources. The connotation of each of these elements is very broad. The process of research needs different countries or regions in specific circumstances to carry out targeted thinking.

### 2.2 The feature selection algorithms

Feature selection (FS) serves as a technique for reducing data dimensionality. It involves exploring high-dimensional feature spaces and employing evaluation algorithms to assess candidate subsets, ultimately selecting the most optimal feature subset. The distinction between filter-based and wrapper-based methods lies in their differing evaluation approaches, whereas hybrid methods integrate the strengths of both. These types can be summarized as follows.

Uncertainty, symmetric, and symmetric, ie. Sosa et al. have already developed the principle of mutual information to measure and compute the symmetry of each feature, took into account the correlation between features, categories, and features, and screened features by setting thresholds. Mendoza et al. developed a distributed filtering method on the basis of ReliefF, which combines ReliefF and spark, evaluates the distinguishing ability of close samples according to the features, and is used to solve the problem of FS of huge data. There are many researchers who have also developed a filtering algorithm based on information gain ratio (GR): first, use the information gain ratio feature to sort; Then, FS is carried out according to the mutual information between features[15].

In the aforementioned filtering algorithms, feature relevance is evaluated using specific assessment methods. However, the recognition accuracy of the resulting feature subsets is often low, and threshold settings lack precision. To address this, some researchers suggest using classification accuracy from classification algorithms as the evaluation criterion for feature subsets, coupled with search algorithms. For instance, Zhang et al. introduced an encapsulated optimization technique leveraging particle swarm optimization (PSO) to identify and eliminate redundant features, with the C4.5 algorithm serving as the evaluation method. Similarly, other researchers have proposed wrapper-based approaches utilizing support vector machines (SVM) for FS. In these methods, genetic algorithms (GA) are employed to minimize the SVM classification error rate and identify optimal feature subsets. Enhancements to genetic algorithms have also been explored, including adding population extinction and transfer strategies during the evolutionary process to maintain diversity and mitigate issues such as premature convergence [16]. Encapsulated algorithms that integrate search strategies evaluate feature importance directly using classifier accuracy, effectively combining wrapper methods with search strategies. Although these approaches yield high-quality results, they often require considerable computational time. Furthermore, genetic algorithms can encounter "premature convergence" issues during feature subset searches. To overcome these limitations, hybrid algorithms combining filtering and encapsulation techniques have been proposed. For example, Uguz et al. developed a hybrid algorithm that begins by using the information gain method to rank document features. Features are then filtered based on a predefined threshold. The remaining feature subsets are refined through a combination of GA and PCA..

For an object composed of features, a total of feature subsets can be generated. The objective of FS is to identify the optimal subset that benefits a specific task. This subset should not only minimize the number of features but also maximize the classification performance of the trained classifier. The fundamental architecture of a FS algorithm is illustrated in Figure 1.

**Figure.1The basic structure diagram of the FS algorithm**

Figure 1 illustrates this point, and the FS algorithm is generally divided into the following four basic steps:

(1) Subset generation: this step is the process of searching feature subset space through a specific search strategy. The main task is to provide corresponding feature subsets for subsequent evaluation functions. The search algorithms used can be divided into three categories: global search, heuristic search, and random search.

(2) Subset evaluation: it involves the use of various evaluation functions to assess the quality of selected feature subsets. These criteria are typically categorized into independent criteria and association criteria based on their relationship with the learning algorithm. Independent criteria operate separately from the learning algorithm. They rely on the intrinsic properties of the features and are commonly employed in filter-based FS methods [18]. Examples of independent criteria include information metrics, distance metrics, relevance measures, and consistency measures. In contrast, association criteria are closely tied to the learning algorithm. They use the algorithm's performance as the evaluation metric during feature subset selection. These criteria are more frequently applied in wrapper-based FS methods. While the computational complexity of association criteria is relatively high and their generalizability is limited, their effectiveness in FS remains significant.

(3) Termination condition: closely related to the evaluation function, it refers to the specific requirements to be met in the search process of the termination algorithm. There are three stopping criteria: execution time, evaluation times, and setting threshold.

(4) Result verification: verify the effectiveness of the selected feature subset through a priori knowledge and the results of experiments on the verification set.

## 3 Hybrid FS algorithm

### 3.1 GRRGA: hybrid FS algorithm

Typical FS algorithms face several challenges, such as the arbitrary nature of threshold settings in filtering methods and the "premature convergence" issue often encountered in genetic algorithms used for encapsulation. Moreover, simply combining filtering and encapsulation techniques does not fully leverage their respective strengths [19]. So, we propose and implement a hybrid FS algorithm, GRRGA, which integrates gain ratio-based sorting with a grouping evolutionary genetic algorithm. The process flow of the GRRGA algorithm is illustrated in Figure 2.

As shown in Figure 2, the GRRGA algorithm consists of three main stages:

1. Sorting with the filter algorithm: The original features are ranked using the gain ratio as the criterion.

2. Feature grouping: Based on the principle of equal-density division, the sorted features are divided into 𝑘 feature groups of equal density.

3. Search and evaluation with the wrapper algorithm: The evolutionary GA is applied to search within the feature groups, with the C4.5 algorithm used as the evaluation metric within the encapsulation process.

**Figure 2. Flow chart of GRRGA algorithm**

Filtering effectively reduces feature redundancy by selecting important subsets through thresholding, but its thresholds are often subjective and may not suit later classification tasks. To improve this, we propose a sorting and grouping algorithm based on information gain ratio, which ranks features and groups them to ensure uniform information density for better alignment with subsequent processes.

Suppose sample set , non-category feature is The -th feature of sample set is and the -th feature is , where . All features need to be normalized.:

 (1)

Where is the information gain ratio. Then, we have the density distance:

 (2)

From formula (1) and formula (2), it can be seen that the greater the , the greater the density The closer the information density distance between features and . The greater the density between features, the better[24]. Finally, the feature groups are reordered according to the method of maximum feature weight in the group so that the representative feature groups rank first. The algorithm is described in Table 1.

**Table 1. Althorithm flow**

|  |
| --- |
| Input: The original feature set , the number of feature groups  |
| Output: The sorted feature groups  |
| Step 01: Initialize sort feature set  |
| Step 02: For i = 1,2,…,m-1 do |
| Step 03: compute the information gain ratio according to the equations below  |
| Step 04: Add the feature after calculating the information gain ratio to the set  |
| Step 05: Output sorted feature set  |
| Step 06: End For |
| Step 07: For i = 1,2,…,m-1, do |
| Step 08: if then |
| Step 09:  |
| Step 10: End If |
| Step 11: End For |
| Step 12: For i = 1,2,…,k do |
| Step 13: if then |
| Step 14: Use the following formulae to calculate the information density and density distance of features. |
| Step 15: Add feature into the -th feature group  |
| Step 16: End If |
| Step 17: End For |

Feature coding in encapsulated FS involves determining whether a feature is selected or not, typically using binary coding. Specifically, binary coding is applied to each feature group in the GR, resulting in a binary string representing the selection status of the grouped features. : . is the combination of all individuals [25-26]. Then:

 (3)

The length of the population is generally a multiple of the population size. In practical application, the population size is generally taken as a certain number between and . The initial population is generally selected by the random selection method. That is, the initial population composed of genes is generated by a random function[27].

In encapsulated FS, searches often rely on classification algorithms to model the sample set, using classification outcomes as the fitness function for evaluating feature sets. However, genetic algorithms frequently face the issue of local optima, where population diversity diminishes during evolution. To overcome this limitation, this paper introduces two population evaluation methods designed to assess initialized populations based on the sorted and grouped feature groups.

For individual within a population, the genetic algorithm is selected by the fitness of the individual, and individuals who are physically fit are more likely to be passed down to the following generation.The fitness function is:

 (4)

Where, is the -th individual within the group , and represents the classification accuracy of each class in the class classification problem.

This paper adopts an improved fitness function:

 (5)

Among them, is the individual subset screened within the group, and is a penalty factor that is used to keep the categorization accuracy in check and the size of the individual subset.

In order to make the individuals with the best fitness inherit, this paper selects a roulette strategy for selection operation. The specific process is as follows: assuming that the scale of the -th individual is , then means that the fitness of the individual is , then the probability of its selection is (such as formula (6)):

 (6)

The selected individuals undergo evolutionary operations, with the expected number of parent individuals in the next generation determined by their fitness values .

Then single-point crossover and bit mutation strategies are applied. In single-point crossover, two parent individuals are randomly selected, and a crossover point is determined based on the crossover probability , resulting in two new offspring. For bit mutation, a gene location in each parent is chosen based on the mutation probability , and the gene is flipped from 0 to 1 or 1 to 0, creating a new individual (refer to the algorithm outlined in Table 2).

**Table 2. Grouping evolutionary genetic algorithm**

|  |
| --- |
| Input: Sorting grouped feature groups  |
| Output: Optimal feature subset |
| Step 01: For i = 1,2,…,k do |
| Step 02: While or do |
| Step 03: according to equation (4) to compute for each individual in  |
| Step 04: Generate a new generation of the population according to  |
| Step 05: if  |
| Step 06:  |
| Step 07: Individuals are selected, crossed, and mutated |
| Step 08: Update:  |
| Step 09: else |
| Step 10: =0.033 |
| Step 11: Individuals are selected, crossed, and mutated |
| Step 12: Update:  |
| Step 13: End If |
| Step 14: End While |
| Step 15: Fitness evaluation of individuals outside the population: calculate for each group of individuals in according to formula (5) |
| Step 16: Save the best to array  |
| Step 17: End For |
| Step 18: Returns the best subset of features from an array |

### 3.2 The C4.5 Algorithm

C4.5 is a decision tree algorithm in machine learning that recursively splits data based on attribute tests to maximize classification accuracy. The primary goal is to construct a decision tree with strong generalization ability using a "divide-and-conquer" approach. Selecting the optimal partition attribute is crucial, often relying on information gain, which measures sample set purity through information entropy calculated as per Equation (7):

 (7)

If a discrete attribute with possible values , is used to divide a sample set , the information gain is calculated by weighting the information entropy of each branch node by its proportion of samples , as shown in Equation (8).:

 (8)

While higher information gain indicates better partition attributes, the C4.5 algorithm mitigates the bias toward attributes with many values by using the gain ratio, as defined in Equations (9) and (10):

 (9)

 (10)

To address the gain rate's preference for attributes with fewer values, the C4.5 algorithm first identifies attributes with above-average information gain and then selects the one with the highest gain rate, while the CART decision tree uses the Gini index, defined in Equation (11), to measure dataset purity.

 (11)

Intuitively, represents the likelihood that two randomly chosen samples from dataset 𝐷 belong to different categories, with smaller values indicating higher purity. The Gini index for attribute 𝑎 is defined in Equation (12).

 (12)

The attribute that minimizes the Gini index after partitioning is selected as the optimal partition attribute from the candidate set , that is, .

## 4 Experiment and Results

To test the effectiveness of the GRRGA algorithm suggested in this paper, we selected six groups of UCI general data sets and two groups of UCI medical data sets for experiments. Among them, six groups of UCI common data sets come from different fields. For example, the spam base is mainly used to identify and classify spam. The comma is mainly used to monitor logistics and transportation, SCADA is mainly used to test the self-care of disabled children, etc. The two groups of UCI medical data sets were arrhythmia and cancer. Among them, arrhythmia is an arrhythmia data set with 452 samples, including 279 characteristics such as age, gender, height, and heart rate, which is mainly used to distinguish whether patients have arrhythmia; Cancer is a lung cancer data set with 32 samples and 56 features, which is mainly used to distinguish whether patients have cancer or not. See Table 3 for details of all data:

**Table 3. Experimental data set description**

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Dataset Attribute | Dataset Name | Count | Features | class |
| Validation Data | eighthr | 4736 | 72 | 2 |
| Spambase | 4601 | 57 | 2 |
| Comma | 3942 | 96 | 5 |
| Meu | 2856 | 71 | 63 |
| Urban | 675 | 147 | 8 |
| Scadi | 70 | 205 | 11 |
| Medical data | Arrhythmia | 452 | 279 | 3 |
| Cancer | 32 | 56 | 8 |

The FS algorithm evaluates filtering subsets based on classifier accuracy. In the experiments, the classifier's accuracy is assessed on both the original dataset and the dataset after FS. The study includes validation and application experiments.

In the validation experiment, the GRRGA algorithm is tested, observing its filter and encapsulation stages by introducing interrupts. Comparisons are made between GRRGA and traditional FS methods. Additionally, the C4.5 algorithm used in the encapsulation stage is compared with four other classification algorithms, and ensemble methods are applied to reduce decision tree instability. The same algorithms and parameters are used for the application experiment.

The GRRGA algorithm experiment involves three steps: (1) feature sorting by calculating and ranking information gain ratios, (2) grouping features using the density bisection method, and (3) applying a grouping evolutionary genetic algorithm with C4.5 as the evaluation algorithm. Figure 3 illustrates the grouping results for the spam base and MEU datasets.



**Figure 3. Group diagram after sorting the characteristics of the data set**

The ordered features are as shown in Figure 3, and each group of the y-axis represents the feature subset in the group. For example, when feature ranking grouping = ten on the spam base dataset, it means that the 10th feature group has 14 features. Looking at Fig. 3, the smaller the information gain ratio of features, it means that more features are divided into a group. The larger the information gain ratio, it means that only one feature may be divided into a group (for example, feature ranking grouping = 1 on the spam base dataset). In addition, the features with an information gain ratio of 0 are not grouped, but they are still used in the process of population initialization. Then, the out of population evolution process of grouping evolutionary genetic algorithms can be given in Figure 4:



**Figure 4. Out of group evolution process in group evolutionary genetic algorithm**

Figure 4 illustrates this. With the increase of evolutionary algebra, the Precision index of the C4.5 algorithm on six groups of UCI data sets shows a trend of rising at first and then decreasing. When the evolutionary algebra begins, the Precision index of the C4.5 algorithm reaches the lowest value. This is mainly due to the fact that there are too few individuals in the population, which leads to the phenomenon of precocious; in the evolution of genetic algorithms, which leads to falling into the optimal local solution. Looking at figure 4, it is found that with the increase of evolutionary algebra, the number of feature subsets shows an upward trend and decreases on individual data sets but still increases as a whole. Therefore, this paper comprehensively considers the Precision of the C4.5 algorithm and the number of feature subsets. For example, the eighth generation of the Urban data set is selected as the optimal population size.

To compare the GRRGA algorithm's advantages, this section selects ten traditional FS algorithms for comparative experiments. Among them, the filtering algorithms are GR, ReliefF, and SU, respectively, the encapsulated algorithms are GA, PSO, and EA, respectively, and the hybrid algorithms are GRGA, GREA, and GRPSO, respectively. In order to improve the GRRGA algorithm's screening ability, in the process of FS, the same threshold parameters are used in the filtering stage of the traditional hybrid algorithm. The thresholds of three traditional filtering algorithms are set according to experience. Use the C4.5 algorithm tests the data set after FS. Tables 4 and 5 illustrate the results of the experiments.

**Table 4. Classification accuracy of GRRGA algorithm and traditional FS algorithm on six groups of UCI data sets**

|  |  |  |
| --- | --- | --- |
| **Dataset** | **Original** | **Filter** |
| **GR** | **ReliefF** | **SY** |
| eighthr | 92.1 | 91.4 | 91.1 | 91.4 |
| Spambase | 93.0 | 90.9 | 91.0 | 92.7 |
| Comma | 89.5 | 88.8 | 88.4 | 88.7 |
| Meu | 64.2 | 65.2 | 42.8 | 64.7 |
| Urban | 80.2 | 82.1 | 77.6 | 77.9 |
| Scadi | 88.8 | 90.0 | 90.0 | 90.0 |
| Average | 84.63 | 84.73 | 80.15 | 84.23 |

**Table 5. Candidate feature subset size of GRRGA algorithm and traditional FS algorithm on six groups of UCI data sets**

|  |  |  |
| --- | --- | --- |
| **Dataset** | **Original** | **Filter** |
| **GR** | **ReliefF** | **SY** |
| eighthr | 72 | 37 | 39 | 40 |
| Spambase | 57 | 24 | 25 | 18 |
| Comma | 96 | 41 | 64 | 41 |
| Meu | 71 | 28 | 42 | 30 |
| Urban | 147 | 64 | 35 | 35 |
| Scadi | 208 | 141 | 124 | 141 |
| Average | 108.00 | 55.83 | 54.83 | 50.83 |

Tables 4 and 5 show that the C4.5 algorithm achieves an average Precision of only 84.63% on six original datasets, mainly due to the negative impact of high-dimensional feature spaces and redundancy on its classification performance. Among traditional filtering algorithms, performance varies across datasets, but the G algorithm generally yields better results. For encapsulation algorithms, using PSO as the search strategy achieves the best results, with an average Precision of 85.72% across six datasets, offering a slight improvement. However, in both filtering and encapsulation methods, the recognition accuracy of feature subsets tends to decline after FS.

## 5 Conclusion

Based on previous studies, this paper divides ST in the cultural realm into two parts: internal ST in the cultural realm and external ST in the cultural realm. In the process of selecting evaluation indicators, we strictly follow the principles of the combination of qualitative and quantitative, comprehensiveness and systematicness, data accessibility and operability, guidance and development, and calculate the weight of the selected evaluation indicators by using AHP analytic hierarchy process through consultation and investigation of experts, so as to build a set of scientific, reasonable, practical and operable evaluation index system of ST in the cultural realm, The system includes six primary indicators, and these primary indicators are further refined into 22 secondary indicators. Then the fuzzy comprehensive evaluation method is used to comprehensively evaluate the index system of China's ST in the cultural realm, judge the level of China's ST in the cultural realm.

FS is a classical problem in the field of machine learning. With the continuous development of the era of big data, new applications emerge in endlessly, and the data generated increases exponentially. How select the features of huge data sets has always been one of the hot topics concerned by scientific researchers. Firstly, this paper introduces the basic framework of the FS algorithm and focuses on the four basic steps of FS, namely subset generation, subset evaluation, termination conditions, and result verification; Then, it expounds on the research methods and research results in the field of FS, classifies the FS algorithms from three aspects: evaluation criteria, search strategy, and supervision information compares the sub methods of various methods, and points out their advantages and disadvantages respectively.

There are many kinds of existing FS algorithms, but the defects are still inevitable. The increasing complexity of the research object makes the performance of the existing algorithms poor. How to design supporting schemes for practical problems needs to be solved urgently. Through the summary and analysis of FS algorithms, some challenges and technical means faced by FS are analyzed and prospected below.

One of the most difficult difficulties in the field of FS is how to make high-quality FS for high-dimensional data. At present, the main research idea is to use a multi-stage FS algorithm, which can not get satisfactory FS results. The embedded method based on evaluation strategy and the sequential search method based on search strategy, supplemented by resampling, incremental learning, and other technical means, maybe one of the better research ideas.

Designing a FS algorithm suitable for a big data environment has a lot of research space and great application value. At present, some work uses deep neural network technology to improve the robustness and stability of the algorithm. In the high-dimensional big data environment, how to combine deep learning technology with swarm intelligence algorithm and apply it to the field of FS is worthy of further exploration.
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